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ABSTRACT
Nowadays, users open multiple accounts on social media platforms
and e-commerce sites, expressing their personal preferences on dif-
ferent domains. However, users’ behaviors change across domains,
depending on the content that users interact with, such as movies,
music, clothing and retail products. The main challenge is how to
capture users’ complex preferences when generating cross-domain
recommendations, that is exploiting users’ preferences from source
domains to generate recommendations in a target domain. In this
study, we propose a Neural Attentive Cross-domain model, namely
NAC. We design a neural architecture, to carefully transfer the
knowledge of user preferences across domains by taking into ac-
count the cross-domain latent effects of multiple source domains
on users’ selections in a target domain. In addition, we introduce a
cross-domain behavioral attention mechanism to adaptively per-
form the weighting of users’ preferences from the source domains,
and consequently generate accurate cross-domain recommenda-
tions. Our experiments on ten cross-domain recommendation tasks
show that the proposed NAC model achieves higher recommenda-
tion accuracy than other state-of-the-art methods for both ordinary
and cold-start users. Furthermore, we study the effect of the pro-
posed cross-domain behavioral attention mechanism and show that
it is a key factor to our model’s performance.

CCS CONCEPTS
• Information systems → Collaborative and social comput-
ing systems and tools.

KEYWORDS
Recommendation systems; cross-domain recommendation; neural
attentive models

ACM Reference Format:
Dimitrios Rafailidis and Fabio Crestani. 2019. Neural Attentive Cross-Domain
Recommendation. In The 2019 ACM SIGIR International Conference on the
Theory of Information Retrieval (ICTIR ’19), October 2–5, 2019, Santa Clara,
CA, USA.ACM,NewYork, NY, USA, 8 pages. https://doi.org/10.1145/3341981.
3344214

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
ICTIR ’19, October 2–5, 2019, Santa Clara, CA, USA
© 2019 Association for Computing Machinery.
ACM ISBN 978-1-4503-6881-0/19/10. . . $15.00
https://doi.org/10.1145/3341981.3344214

1 INTRODUCTION
The collaborative filtering strategy, where users with similar pref-
erences tend to get similar recommendations, has been widely fol-
lowed in recommendation systems. User preferences are expressed
explicitly in the form of ratings or implicitly in the form of number
of views, clicks, purchases, and so on. Representative collaborative
filtering strategies are matrix factorization techniques, which fac-
torize the data matrix with user preferences in a single domain (e.g.,
music or video), to reveal the latent associations between users and
items. However, data sparsity and cold-start problems degrade the
recommendation accuracy, as there are only a few preferences on
which to base the recommendations in a single domain [14]. With
the advent of social media platforms and e-commerce systems, such
as Amazon and Netflix, users express their preferences in multi-
ple domains. For example, in Amazon users can rate items from
different domains, such as books and retail products, and users
express their opinion on different social media platforms, such as
Facebook and Twitter. In the effort to overcome the data sparsity
and cold-start problems, several cross-domain recommendation
strategies have been proposed, which exploit the additional infor-
mation of user preferences in multiple auxiliary/source domains
to leverage the recommendation accuracy in a target domain [6].
However, generating cross-domain recommendations is a challeng-
ing task [5]. For example, if the source domains are richer than
the target domain, algorithms learn how to recommend items in
the source domains and consider the target domain as noise. More-
over, the source domains might be a potential source of noise, for
example, if user preferences differ in the multiple domains, the
source domains introduce noise in the learning of the target do-
main. Therefore, a pressing challenge resides on how to transfer
the knowledge of user preferences from different domains by also
weighting the importance of users’ different behaviors accordingly.

In cross-domain recommendation, the source domains can be
categorized based on users’ and items’ overlaps, that is, full-overlap,
and partial or non user/item overlap between the domains [5]. In
this study, we focus on partial users’ overlaps between the target
and the source domains, as it reflects on the real-world setting [6].
Relevant methods, such as [8, 13, 15, 17], form user and item clus-
ters to capture the relationships between multiple domains at a
cluster level, thus tackling the sparsity problem; and then weigh
the user preferences to generate the top-N recommendations in the
target domain. However, existing cross-domain strategies linearly
combine the cluster-based user preferences in the target domain,
which does not reflect on the real-world world scenario with users
having complex behaviors across domains.

The key factors to generate accurate cross-domain recommen-
dation are the capturing of users’ different preferences and the
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weighting of the importance of users’ behaviors, accordingly. Re-
cently, attention mechanisms have been shown to be effective in
various tasks such as image captioning [30] and machine transla-
tion [3], among others. Essentially the idea behind suchmechanisms
is that the outputs of neural models depend on ‘relevant’ parts of
some input that the models should focus on. Armed with differ-
ent attention mechanisms, single-domain recommendation models
have been designed to generate sequential [16, 18], social [27], and
context-aware recommendations [28, 29]. Nonetheless, these at-
tention models produce recommendations in a single-domain, and
omit users’ various and complex behaviors across domains.

To overcome the shortcomings of existing cross-domain recom-
mendation strategies, we propose a Neural Attentive Recommen-
dation model, namely NAC, making the following contributions:
• We design a neural architecture to carefully transfer the
knowledge of user preferences across domains, by taking into
account the cross-domain latent effects of multiple source
domains on users’ selections in a target domain.
• We propose a cross-domain behavioral attention mechanism
to adaptively perform the weighting of users preferences
from the source domains, and therefore focus on a subset of
users that have similar behaviors across the domains.

In our experiments on ten cross-domain tasks we demonstrate
the effectiveness of the proposed NAC model compared to other
state-of-the-art methods. The remainder of the paper is organized as
follows, Section 2 reviews related work, and then Section 3 details
the proposed NAC model. Finally, in Section 4 we examine the
performance of the proposed model against both single-domain
and cross-domain baselines on the ten cross-domain tasks, and
Section 5 concludes the study.

2 RELATEDWORK
2.1 Cross-domain Recommendation
Cross-domain recommendation algorithms differ in how the knowl-
edge of user preferences from the source domains is exploited,
when generating the recommendations in the target domain. Var-
ious cross-domain approaches aggregate user preferences into a
unified matrix, on which weighted single-domain techniques are
applied, such as user-based kNN [4]. The graph-based method pre-
sented in [6] models the similarity relationships as a direct graph
and explores all possible paths connecting users or items to capture
the cross-domain relationships. Pan et al. [21] transform the knowl-
edge of user preferences from different domains with heterogenous
forms of user explicit or implicit feedback, to compute the shared la-
tent features. Hu et al. [13] model a cubic user-item-domain matrix
(tensor), and by applying factorization the respective latent space
is constructed, based on which the cross-domain recommendations
are generated. Li et al. [15] calculate user and item clusters for each
domain, and then encode the cluster-based patterns in a shared
codebook. Finally, the knowledge of user preferences is transferred
across domains through the shared codebook. Gao et al. [8] compute
the latent factors of user-clusters and item-clusters to construct
a common latent space, which represents the preference patterns
e.g., rating patterns, of user clusters on the item clusters. Then, the
common cluster-based preference pattern that is shared across do-
mains is learned following a subspace strategy, so as to control the

optimal level of sharing among multiple domains. Cross-Domain
collaborative filtering with factorization machines (FM), presented
in [17], is a state-of-the-art cross-domain recommendation which
extends FM [25]. It is a context-aware approach which applies fac-
torization on the merged domains, aligned by the shared users,
where the source domains are used as context. Hu et al. [12] jointly
learn neural networks to generate cross-domain recommendations
based on stich units [20], introducing a shared auxiliary matrix to
couple two hidden layers when training the networks in parallel.
However, these cross-domain recommendation strategies do not
pay attention to users’ complex behaviors across domains, where
only a subset of users’ preferences match while transferring the
knowledge of users’ selections from multiple domains.

2.2 Neural Attention Models
More recently, neural attention models have been introduced for
single-domain recommendation tasks. For example, Ebesu et al. [7]
propose collaborative memory networks, where the associative
addressing scheme of the memory module acts as a nearest neigh-
borhood model identifying similar users. The attention mechanism
learns an adaptive nonlinear weighting of the user’s neighborhood
based on the specific user and item. The output module exploits
nonlinear interactions between the adaptive neighborhood state
jointly with the user and item memories to derive the recommenda-
tion. Tay et al. [28] present a neural attention model to weigh the
gravity of users’ reviews on items, assuming that not all reviews are
created equal, but only a selected few are important. Liu et al. [16]
incorporate attention weights in recurrent neural networks as a
priority model to distinguish current interests e.g., clicks from long
term preferences. Manotumruksa et al. [18] introduce a contextual
attention gate that controls the influence of the ordinary context on
the users’ contextual preferences and a time- and geo-based gate
that controls the influence of the hidden state from the previous
check-in based on the transition context. Sun et al. [27] investi-
gate the problem of how to leverage social influence to enhance
the temporal social recommendation performance, introducing an
attentive recurrent network based approach. Attentional factor-
ization machines learn the importance of each feature interaction
for content-aware recommendation [29]. Nonetheless all the afore-
mentioned attention-based models generate recommendations for
a single-domain, and do not account for users’ different preferences
across several domains. To the best of our knowledge our work is
the first study that investigates a behavioral attention mechanism
for cross-domain recommendation.

3 THE PROPOSED MODEL
Our notation is presented in Table 1. We assume that we have
d different domains, where np andmp are the numbers of users
and items in the p-th domain, respectively. In the matrix Rp , we
store the user preferences on items, in the form of explicit feedback
e.g., ratings or in the form of implicit feedback e.g., number of
views, clicks, and so on. In this study we consider users’ partial
overlaps across the domains. We define a users’ overlapping matrix
Xpt ∈ R

np×nt between a source domain p and a target domain t .
For each cell, holds (Xpt )ab= 1, if users a and b are the same user
in the source and target domains, and 0 otherwise. The goal of the
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Figure 1: An overview of the proposed NACmodel. Our architecture consists of the cross-domain latent effects layer, the cross-
domain behavioral attentionmechanism and the cross-domain latent vector extraction layer. Themodel parameters are learned
based on the objective function L via backpropagation.

Table 1: Notation.

Symbol Description
d Number of domains
np Number of users in the p-th source domain, p = 1, . . . ,d − 1
mp Number of items in the p-th domain
l Number of latent dimensions
h Number of hidden layers
Rp ∈ Rnp×mp User-item interaction (rating) matrix in the p-th domain
Ap ∈ R

np×np Adjacency matrix of the users’ graph in the p-th domain
cp Number of user clusters in the p-th domain
Cp ∈ Rnp×cp Cluster assignment matrix in the p-th domain
Xpt ∈ R

np×nt Users’ overlapping matrix between p and target domain t

Ypt ∈ Rcp×ct Cluster-based cross domain matrix between p and t
uup ∈ Rl×1 Latent vector of user u in the p-th domain, u = 1, . . . ,np
vip ∈ Rl×1 Latent vector of item i in the p-th domain
yup ∈ Rl×1 Cluster-based cross-domain latent vector of user u in the p-th domain
fup ∈ Rl×1 User’s u latent vector of cross-domain effect in the p-th domain
zup ∈ Rl×1 Cross-domain latent vector of user u
We

q ∈ R
l×l Weight matrix in the q-th hidden layer of model e , q = 1, . . . ,h

oeq ∈ Rl×1 Users’ hidden representation in the q-th hidden layer of model e

proposed NAC model is to generate personalized recommendations
in the target domain t , while transferring and weighting users’
different preferences/behaviors from the d − 1 source domains.

3.1 NAC Overview
Figure 1 illustrates an overview of the proposed NAC model. In the
example presented in Figure 1, we consider three source domains,
and a target domain t . We first follow a co-clustering strategy to
group users based on their preferences in each source domain p
and target domain t , with p = 1, . . . ,d − 1. Then, by factorizing
the respective cluster assignment matrices we extract cluster-based
cross-domain latent vectors yup ∈ Rl×1 in the p-th domain, with
u = 1, . . . ,np and l being the number of latent factors. In the cross-
domain latent effects layer, we compute the latent effects of users
across the different domains based on a Multi-Layer Perceptron
(MLP) network. Then, in the cross-domain behavioral attentionmech-
anism, we calculate the attention weights γp of the latent effects,

which correspond to how much users’ preferences match across
the source domains and the target domain. In the cross-domain
latent vector extraction layer we capture the nonlinear associations
between the aggregated cross-domain latent effects of the source
domains, that is vector f̄u ∈ Rl×1, and the user latent vector uut
in the target domain t via a MLP network. The output is a cross-
domain user latent vector oζuh = zut ∈ Rl×1 which is combined
with the item latent vector vit ∈ Rl×1 to learn the objective func-
tion L of our model. At this point we would like to mention that
although the architecture of Figure 1 is designed for users’ partial
overlaps across domains, it is easy to extend the proposed NAC
model for item’ partial overlaps by designing a respective neural
architecture for both users and items in parallel, thus computing
both users’ and items’ cross-domain latent vectors.

The remainder of the Section is structured as follows, Section 3.2
presents the co-clustering strategy to group users based on their
multi-preferences in a source domain p and a target domain t . Sec-
tion 3.3 presents the cross-domain latent effects layer of the source
domains, and Section 3.4 details the cross-domain behavioral atten-
tion mechanism. Finally, Section 3.5 presents the cross-domain latent
vector extraction layer, and in Section 3.6 we formulate the objective
function of the proposed NAC model, while Section 3.7 provides
the implementation details.

3.2 Cross-domain Co-Clustering
Before starting with the cross-domain clustering strategy, we first
capture the users’ similar preferences in each p-th domain based
on the matrix Rp . If users a and b have interacted with at least
a common item i , then users a and b are connected. The connec-
tions/similarities are stored in an adjacency matrixAp , whose ab-th
entries are calculated as follows:
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(Ap )ab =




mp∑
i=1

(Rp )ai (Rp )bi√
mp∑
i=1

(Rp )2ai

√
mp∑
i=1

(Rp )2bi

, if users a and b are connected

0 , otherwise
(1)

with a, b = 1, . . . ,np .
Given the adjacency matrix Ap , first we have to define the ob-

jective function for performing user clustering on the p-th domain,
that is, to calculate the cluster assignment matrix Cp ∈ Rnp×cp ,
which corresponds to the following minimization problem:
∀p = 1, . . . ,d − 1

min
Cp

∑
ab
| |(Cp )a∗ − (Cp )b∗ | |2, with a,b = 1, . . . ,np

subject to CTp Cp = I, Cp ≥ 0
(2)

with orthogonality constraints on the cluster matrix Cp , and the
user assignments to clusters being 0 or positive. According to the
Laplacian method of [9], the minimization problem of Equation (2)
is equivalent to:

min
Cp

∑
ab
| |(Cp )a∗ − (Cp )b∗ | |2 = min

Cp
Tr (CTp LpCp )

subject to CTp Cp = I, Cp ≥ 0
(3)

where Tr (·) is the trace operator. Matrix Lp ∈ Rnp×np is the Lapla-
cian of the adjacency matrix Ap , which is computed as follows:
Lp = Dp − Ap , where D ∈ Rnp×np is a diagonal matrix, whose en-
tries are calculated as (Dp )aa =

∑
ab
(Ap )ab . Similarly, we define the

respective objective function in Equation (3), for performing user
clustering on the target domain t , denoted by matrix Ct ∈ Rnt×ct .

To compute the cluster-based similarities of users between do-
mains p and t , we follow a co-clustering strategy for each source
domain p and a target domain t , trying to minimize the following
objective function:

min
Ypt
| |Xpt − CpYptCTt | |

2
F + λ | |Ypt | |2,1

subject to YTptYpt = I, Ypt ≥ 0
(4)

with orthogonality constraints on the cluster-based cross-domain
matrix Ypt ∈ Rcp×ct , whose elements are 0 or positive. The symbol
| | · | |2,1 denotes the L2,1 norm of a matrix which is calculated as
follows:

| |Ypt | |2,1 =
np∑
a=1

√√√ nt∑
b=1

(Ypt )ab
2 =

np∑
a=1
| |(Ypt )a∗ | |2 (5)

The L2,1 regularization term in Equation (4) forces the solution of
matrix Ypt to be sparse, reflecting on the real-world scenario, where
users’ overlaps are usually sparse [5]. Parameter λ > 0 controls the
respective L2,1 regularization term in Equation (4). Notice that the
solution of matrixYpt , corresponds to soft (overlapping) co-clusters,
which reflects on the real-case with users having multi-preferences
across domains, thus belonging to more than one user clusters.

3.3 Cross-domain Latent Effects Layer of the
Source Domains

The goal of the first layer of NAC is to compute the latent effects
of users across the different domains. To achieve this, we design a
MLP network to model the users’ cross-domain latent effects. By
factorizing the respective d − 1 matrices Ypt , we extract the cluster-
based cross-domain latent vector yup ∈ Rl×1 in the p-th domain for
each user u. Then, we map the cluster-based cross-domain latent
vector yup and the user latent vector uu in the target domain t into
a shared embedding layer as follows:

oe0 = д(W
e
u0uu +W

e
p0yup + b

e
0 ) (6)

with p = 1, . . . ,d − 1
MatricesWe

u0 andWe
p0 ∈ R

l×l are the weight matrices for the
latent vector of user u and cluster-based cross-domain latent vector
in the p-th domain, respectively, and be0 ∈ R

l×1 is the bias vector.
д(x ) = max(0,x ) is the Rectifier (ReLU) activation function which
is non-saturated. The saturation problem occurs when neurons stop
learning and their output is near to either 0 or 1, a problem that
might be suffered by the sigmoid and tanh functions [31].

Next, we stack h hidden layers on the top of the embedding layer,
where the representation of each hidden layer q is computed as
follows:

oeq = д(W
e
qo

e
q−1 + b

e
q ) (7)

with q = 1, . . . ,h
Having computed the representation oeh of the last hidden layer

h, to capture the cross-domain effect of user u in a source domain
p we calculate user’s u latent vector of cross-domain effect of p as
follows:

fup =We
pf o

e
h + b

e
pf (8)

whereWe
pf ∈ R

l×l and bepf ∈ R
l×1 denote the weight matrix and

bias vector of the final user latent vector of cross-domain effect of
domain p, respectively.

3.4 Cross-domain Behavioral Attention
To measure the importance of the d − 1 cross-domain effects fup ,
we propose a cross-domain behavioral attention mechanism. The at-
tention mechanism learns an adaptive weighting function to focus
on a subset of users that have similar behavior across the domains.
Provided the d − 1 cross-domain effect vectors and the user latent
vector uut in the target domain t , we employ a single-layer percep-
tron to calculate the respective attention score of a source domain
p = 1, . . . ,d − 1 for the target domain t as follows:

ϕ (uut , fup ) = д(W
ψ
1 uut +W

ψ
2 fup + b

ψ ) (9)

whereWψ
1 andWψ

2 ∈ R
l×l are the weight matrices, and bepf ∈ R

l×1

is the bias. The superscript ψ refers to the model for the cross-
domain behavioral attention mechanism. Then, the final weights
are computed by normalizing the respective d − 1 attention scores
with the softmax function, which reflects on the importance of
user’s u cross-domain effect of domain p, as follows:
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∀p = 1, . . . ,d − 1

γ (uut , fup ) =
exp(ϕ (uut , fup )∑d−1
v=1 exp(ϕ (uut , fuv )

(10)

Notice that the attentionmechanism selectively weighs the users’
similarity on preferences across the different domains based on the
attention scores γ (uut , fup ). Having calculated the d − 1 cross-
domain attention scores of the respective domains, the latent vector
of aggregated cross-domain effect on user’s u behavior in the target
domain t is computed as follows:

f̄u =
d−1∑
v=1

γ (uut , fuv )fuv (11)

3.5 Cross-domain Latent Vector Extraction
Layer

The goal of the cross-domain latent vector extraction layer is to fore-
cast how the effects of the users’ different behaviors in the d − 1
source domains influence the user representation in the target do-
main t . Similar to the cross-domain latent effects layer of Section 3.3,
we first map the aggregated cross domain effect f̄u of all d − 1 do-
mains and the user latent vector uut of user u in the target domain
t into a shared embedding layer, thus constructing a hidden rep-
resentation oζu0 ∈ R

l×1, as shown in Figure 1. Then, vector oζu0 is
fed to a MLP network of h hidden layers, to capture the nonlinear
associations of the complex cross-domain effects on user’s behav-
ior in the target domain t . The output of the MLP network is the
cross-domain latent vector zut = oζuh ∈ R

l×1, that is the last hidden
representation of the MLP network.

3.6 Objective Function
The proposed NAC model aims at the ranking performance of the
recommendations in the target domain t . Having computed the
cross-domain latent vector zut for each user u in the target domain
t , with u = 1, . . . ,nt , we consider the respective item latent vectors
vit , with i = 1, . . . ,mt . In particular, we define two disjoint sets, a
set I+u of observed items that user u has already interacted with
in the target domain t , and a set I−u of unobserved items. For each
observed item i+ ∈ I+u , we randomly sample negative/unobserved
items i− ∈ I−u , for each user u. According to the Bayesian Pair-
wise Ranking (BPR) criterion [26], we try to rank the observed
items higher than the unobserved ones, having the following loss
function:

L = −
∑

(u,i+,i− )

logσ (R̂tui+ − R̂tui− ) (12)

where σ (x ) = 1/
(
1 + exp(−x )

)
is the logistic sigmoid function.

R̂tui+ = z⊤utvi+t is the respective cell of the factorized user-item
interaction matrix for a user u and his/her observed item i+ in the
target domain t , and is computed as the product of the cross-domain
latent vector zut of user u of Section 3.5 and the item latent vector
vi+t of item i+. Similarly, we calculate the term R̂tui− = z⊤utvi−t
based on the cross-domain latent vector of useru and the respective
item latent vector of item i− of a negative sample.

3.7 Implementation Details
In our implementation we used Tensorflow1. We computed the
model’s parameters, that is the weight matrices of Sections 3.3-3.5
via backpropagation with stochastic gradient descent, trying to
solve the minimization problem of the ranking loss function L in
Equation (12). We employed mini-batch Adam, which adapts the
learning rate for each parameter by performing smaller updates for
frequent and larger updates for infrequent parameters. We set the
batch size of mini-batch Adam to 512 with a learning rate of 1e-4.
In each backpropagation iteration we performed negative sampling
to randomly select a subset I−u of unobserved items as negative
instances. In our implementation we used five negative samples
for each positive/observed sample, as we found out that for larger
numbers of negative samples the computational cost of the model
learning did not pay off in terms of recommendation accuracy. We
varied the number of latent dimensions l from 10 to 100 by a step of
10, using a grid selection strategy and we kept the latent dimensions
fixed based on cross validation.

In addition, to account for the fact that the gradient-based op-
timization strategy might find a locally - optimal solution of the
model’s parameter set, we followed a pretraining strategy. We first
trained our model with random initializations using only one hid-
den layer in the MLP networks, employed in our neural architecture.
Then, we used the trained parameters as the initialization of our
model and varied the number of hidden layers from 1 to 5 by a step
of 1, where we concluded in the optimal number of hidden layers
using cross-validation. The pretraining strategy is very important
for our model. To verify this we tested our model without apply-
ing the pretraining strategy and we found that there is an average
drop of -5.27% in the model’s performance. This observation has
been also confirmed by other relevant studies pointing out that the
initialization of the model parameters plays a significant role for
the model’s convergence and performance [10].

Table 2: The ten cross-domain recommendation tasks

Domain Users Items Ratings Density (%)
Baby Care 5,422 3,165 21,340 0.124
Books 15,507 59,346 108,887 0.011
Destinations 9,290 3,615 31,418 0.093
Music 16,002 35,807 96,226 0.016
Online Stores/Services 28,643 5,518 54,734 0.034
Personal Care 6,214 10,786 28,945 0.043
Sport/Outdoor 6,750 9,597 19,181 0.029
Toys 9,040 18,681 51,152 0.030
Used Cars 17,041 4,174 28,598 0.040
Video/DVD 25,218 28,972 175,665 0.024

4 EXPERIMENTS
4.1 Cross-domain Tasks
Our experiments were performed on ten cross-domain tasks from
the Rich Epinions Dataset (RED), with 131,228 users, 317,775 items
and 1,127,673 ratings at a 5-star scale, having users’ partial overlaps
across the domains [19]. The items are grouped in categories/domains,

1https://www.tensorflow.org
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Table 3: Effect on recall. Bold values denote the best scores, using the paired t-test (p <0.05). The last column expresses the
relative improvement of the proposed NAC model, compared to the second best method.

Target domain BPR NeuMF CLFM SCoNet NAC* NAC Improvement (%)
Baby Care 0.4202 0.4673 0.5188 0.5250 0.5081 0.5521 5.15
Books 0.1134 0.1258 0.1449 0.1726 0.1599 0.1873 8.51
Destinations 0.3575 0.4261 0.4491 0.4612 0.4505 0.4904 6.31
Music 0.1747 0.1811 0.2132 0.2358 0.2276 0.2583 9.54
Online Stores 0.3398 0.3842 0.4465 0.4701 0.4382 0.4908 4.40
Personal Care 0.1569 0.1741 0.1884 0.2281 0.2134 0.2536 11.17
Sport/Outdoor 0.1239 0.1439 0.1715 0.1892 0.1833 0.2029 7.22
Toys 0.2888 0.3260 0.3558 0.3705 0.3526 0.3912 5.58
Used Cars 0.1085 0.1173 0.1305 0.1561 0.1479 0.1618 3.65
Video/DVD 0.3944 0.43038 0.4656 0.4872 0.4803 0.5105 4.78

and we evaluate the performance of our model on the ten largest do-
mains. The main characteristics of the evaluation data are presented
in Table 2.

4.2 Evaluation Setup
In each out of the ten cross-domain recommendation tasks, the
goal is to generate recommendations for a target domain, while
the remaining nine domains are considered as source domains. We
trained the examined models on the 50% of the target domain and
used all the ratings of the source domains as training set. We used
10% of the ratings in the target domain as cross-validation set to
tune the models’ parameters and evaluate the examined models
on the remaining test ratings. To remove user rating bias from our
results, we considered an item as relevant if a user has rated it
above her average ratings and irrelevant otherwise. We measured
the quality of the top-k recommendations in terms of the ranking-
based metrics recall and Normalized Discounted Cumulative Gain
(NDCG@k). Recall is the ratio of the relevant items in the top-k
ranked list over all the relevant items for each user. NDCGmeasures
the ranking of the relevant items in the top-k list. For each user the
Discounted Cumulative Gain (DCG) is defined as:

DCG@k =
k∑
j=1

2r elj − 1
log2 j + 1

where relj represents the relevance score of item j , that is binary in
our case, i.e., relevant or irrelevant. NDCG is the ratio of DCG/iDCG,
where iDCG is the ideal DCG value given the ratings in the test set.
We fixed the number of recommendations to k=10. We repeated
our experiments five times and averaged recall and NDCG over the
five runs.

4.3 Compared Methods
We compare the proposed NAC model with the following baselines:
BPR [26]: a single-domain Bayesian Personalized Ranking strategy
that tries to rank the observed items higher than the unobserved
ones in the target domain. NeuMF [11]: a baseline single-domain
Neural Matrix factorization scheme that follows the collaborative
filtering strategy. NeuMF also exploits users’ preferences only in
the target domain. CLFM [8]: a cross-domain Cluster-based Latent

Factor Model which uses joint nonnegative tri-factorization to con-
struct a latent space to represent the rating patterns of user clusters
on the item clusters from each domain, and then generates the
cross-domain recommendations based on a subspace learning strat-
egy. SCoNet [12]: a cross-domain model that jointly learns stich
networks, with a shared auxiliary matrix to couple two hidden
layers when training the networks in parallel. In our experiments,
we used the variant of SCoNEt with L1-norm to force the matrices
to be sparse, as suggested in [12]. NAC*: a cross-domain model ,
which is a variant of the proposed NAC model without employing
the attention mechanism, thus not weighting the users’ prefer-
ences across domains. This variant serves as a baseline to evaluate
the importance of the proposed cross-domain behavioral attention
mechanism in the proposed NAC model.

4.4 Performance Evaluation
Tables 3 and 4 present the experimental results in terms of recall
and NDCG, respectively. The cross-domain models CLFM, SCoNet,
NAC* and NAC significantly outperform the single-domains models
BPR and NeuMF. This is obtained by exploiting users’ preferences
in the source domains when generating recommendations, thus
reducing the data sparsity in the target domain. The proposed NAC
model achieves an 6.63% improvement on average in terms of recall
when comparing with the second best method of SCoNet. Similarly,
NAC outperforms SCoNet by an average improvement of 8.18% in
terms of NDCG, for all the cross-domain recommendation tasks.
Using the paired t-test we found that NAC is superior over all the
competitive approaches for p <0.05.

NAC beats the baselines, as it adaptively selects the weights of
users’ preferences when transferring the knowledge of users’ behav-
iors from the source domains to the target one. Consequently, the
proposed NAC model can self-adjust the subset users that express
similar behavior across domains, thus producing accurate cross-
domain recommendations. On the other hand, the cross-domain
CLFM model uses a subspace learning strategy to linearly asso-
ciate users’ preferences in a common latent space, thus not captur-
ing users’ complex preferences across the domains. Although the
most competitive method of SCoNet can capture users’ different
behaviors based on the joint learning approach of stich networks,
a weighting strategy is omitted which explains its limited perfor-
mance, compared to the proposed NAC model.
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Table 4: Effect on NDCG. Bold values denote the best scores, using the paired t-test (p <0.05). The last column expresses the
relative improvement of the proposed NAC model, compared to the second best method.

Target domain BPR NeuMF CLFM SCoNet NAC* NAC Improvement (%)
Baby Care 0.2035 0.2221 0.2846 0.3296 0.3086 0.3675 11.49
Books 0.0940 0.1045 0.1214 0.1694 0.1539 0.1792 5.75
Destinations 0.2899 0.3368 0.3644 0.4139 0.3922 0.4587 10.82
Music 0.1124 0.1305 0.1712 0.1992 0.1904 0.2139 7.37
Online Stores 0.1672 0.1887 0.2894 0.3292 0.3133 0.3577 8.64
Personal Care 0.1285 0.1426 0.1923 0.2294 0.2109 0.2491 8.58
Sport/Outdoor 0.1167 0.1262 0.1425 0.1661 0.1559 0.1725 3.85
Toys 0.1618 0.1829 0.2597 0.2783 0.2658 0.3017 8.40
Used Cars 0.0851 0.0962 0.1466 0.1747 0.1702 0.1930 10.42
Video/DVD 0.2313 0.2662 0.3410 0.4093 0.3825 0.4359 6.49

To further verify this, we observe that the NAC* variant has lim-
ited performance when comparing with the NAC model, having rel-
ative drops of -10.23% and -12.89% on average in terms of recall and
NDCG, respectively. This indicates that indeed the cross-domain
behavioral attention mechanism of the proposed NAC model is a
key factor to boost the recommendation accuracy, by adaptively
assigning larger weight to the subset of users that have similar
behavior across the different domains.

4.5 Cold-Start Analysis
In the next set of experiments, we study the performance of the
examined models on the cold-start scenario. We define users with
less than five appearances in the training set of the target domain
as cold-start users. In Tables 5 and 6 we report the effect on recall
and NDCG for cold-start users, respectively.

In addition, for each measure we report the average relative
drop of each examined model for cold-start users, compared to the
performance on all users as presented in Tables 3 and 4 in terms
of recall and NDCG, respectively. We observe that for all models
there is a drop on both measures in the cold-start case. In particular,
single-domain models that are only trained on users’ preferences
in the target domain, that is the BPR and NeuMF models, have a
significant drop of recall and NDCG in the ranges of 22.71− 31.94%
and 22.64 − 31.87% , respectively.

The cross-domain models of CLFM, SCoNet, NAC* and NAC
are less influenced by cold-start users. In particular, as shown in
Tables 5 and 6, all cross-domain models can downsize the negative
effect of cold-start users on the performance, with the drops of recall
and NDCG being in the ranges of 11.95−24.35% and 15.02−20.46%.
This occurs because the cross-domain models exploit the selections
of users in multiple domains, hence the cold-start problem has rela-
tively less impact on the models’ performances. Evaluated against
the second best method of SCoNet, we note that the proposed NAC
model maintains relatively high the quality of recommendations,
achieving an average improvement of 10.24% and 8.52% in terms of
recall and NDCG, for ∗p <0.05. This is very crucial in recommen-
dation systems, as in real-world applications there are often many
inactive or new users with poor history record, corresponding to
cold-start users.

5 CONCLUSIONS
We presented a neural attentive model for generating cross-domain
recommendations. The key idea of our NACmodel is to transfer the
knowledge of users’ preferences across domains, considering the
cross-domain latent effects of multiple source domains on users’
selections in a target domain. Consequently, NAC captures users’
complex preferences in different domains. In addition, we introduce
a cross-domain behavioral attention mechanism to adaptively per-
form the weighting of users’ preferences from the source domains,
and therefore focus on a subset of users that have similar behav-
iors across domains. Our experiments showed that the proposed
approach significantly outperforms baseline methods, proving the
importance of our neural architecture and cross-domain behav-
ioral attention mechanism for both ordinary and cold-start users.
In fact, we observed that the cross-domain behavioral attention
mechanism plays a crucial role in boosting the cross-domain recom-
mendation accuracy by at least 10%. This means that the weights’
self-adaptation of users’ different preferences across various do-
mains is a key factor in cross-domain strategies. As future work, we
plan to extend the proposed NAC model for Location-based Social
Networks [1], as well as explore ways to generate social-based rec-
ommendations [22], boost information spread [2], perform social
event detection [24] and model preference dynamics [23].
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